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Abstract
Purpose In continuous manufacturing (CM), the material traceability and process dynamics can be investigated by residence 
time distribution (RTD). Many of the unit operations used in the pharma industry were characterized by dead time–dominated 
RTD. Even though feasible and proper feedback control is one of the many advantages of CM, its application is challenging 
in these cases. This study aims to develop a feedback control, implementing the RTD in a Smith predictor control structure 
in a continuous powder blender line.
Methods Continuous powder blending was investigated with near-infrared spectroscopy (NIR), and the blending was controlled 
through a volumetric feeder. A MATLAB GUI was developed to calculate and control the concentration of the API based on 
the chemometric evaluation of the spectra. The programmed GUI changed the feeding rate based on the proportional integral 
derivative (PID) and the Smith predictor, which implemented the RTD of the system. The control structures were compared 
even on a system with amplified dead time.
Results In this work, the control structure of the Smith control was devised by utilizing the RTD of the system. The Smith 
control was compared to a classic PI control structure on the normal system and on an increased dead time system. The 
Smith predictor was able to reduce the response time for various disturbances by up to 50%, and the dead time had a lower 
effect on the control.
Conclusions Implementing the RTD models in the control structure improved the process design and further expanded the 
wide range of applications of the RTD models. Both control structures were able to reduce the effect of disturbances on 
the system; however, the Smith predictor presented more reliable and faster control, with a wider space for control tuning.

Keywords Residence time distribution · Advanced feedback control · Smith predictor · Continuous manufacturing · Twin-screw 
powder blending · Process modeling
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AUC   Area under curve
MRT  Mean residence time
SSE  Sum of square errors

Introduction

In recent years, continuous manufacturing (CM) gained 
increased interest in the pharmaceutical industry. Due to 
several reasons, including the strict regulatory environment 
created by authorities, the industry stuck with batch systems 
longer than other industrial fields. The US Food and Drug 
Administration (FDA) introduced a new risk-based approach 
with process analytical technology (PAT) [1], which helped 
the pharmaceutical industry to recognize the advantages of 
CM. The guideline proposed PAT tools to provide an initia-
tive for development without intensive product testing [2], 
using fast analytical methods with at-line, on-line, and in-
line methods, which are named based on the requirement 
of sampling (at-line, on-line) and sample pretreatment (at-
line). In-line methods are the most advanced, as they are 
non-destructive and can measure the production line directly 
without sampling. The studied non-destructive solid-state 
methods, in particular, vibrational spectroscopic methods, 
such as near-infrared spectroscopy (NIR) and Raman spec-
troscopy, provided excellent results as fast, in-line applicable 
and reliable methods [3–6].

The International Conference on Harmonization (ICH) 
responded as they described the quality-by-design (QbD) 
principles in the ICH Q8 guideline [7]. While the PAT 
framework is applicable to batch technologies, it supports 
innovation, and the improvement in process monitoring 
capability guided the innovation of CM [8]. After extensive 
research showcased the benefits of CM [9–11] and its execu-
tion [12, 13], several drugs have been successfully approved 
using CM and presented benefits even during the regulatory 
submissions in the USA [14]. While these comparisons may 
have a bias in favor of CM, the industry is interested in the 
implementation, as according to Fisher et al. [14], the phar-
maceutical CM market doubled between 2016 and 2020. 
These results led both the ICH and the FDA to present drafts 
of CM frameworks [15, 16].

The role of process understanding and modeling play a 
more pivotal role in CM than in batch processes, as mod-
eling can explain the required definitions of the process in 
the CM realm and face the challenges of the paradigm shift 
[15, 16]. Both frameworks refer to the residence time dis-
tribution (RTD) as the most common approach to access 
process dynamics. The literature of RTD in solid operations 
has substantially grown in recent years [17, 18]. Examples 
of RTD measurements for the most common continuous unit 
operations have been presented. Powder blending is one of 
the most researched unit operations for RTD studies [19–26], 

besides wet granulation [27–31] and tableting feed frames 
[32–34]. Most recently, examples describing the investiga-
tion of RTD of integrated processes have been published 
[35–39]. In many cases, the disturbances can only be meas-
ured after a significant dead time, which can be related to the 
plug flow region of the processes, where the materials travel 
without back mixing [19, 31, 32, 36, 37, 39].

In most cases, the RTD is measured with impulse or step 
disturbances through tracer experiments [17, 18, 24]. These 
are straightforward methods to determine the probability dis-
tribution function (PDF) or the cumulative distribution func-
tion (CDF), as the response functions of impulse disturbance 
correlate to the PDF, while the response function of step dis-
turbance corresponds to the CDF [24]. Process models, such 
as tank-in-series (TIS) and axial dispersion models, often 
with the implementation of dead time to describe the plug 
flow region, have been directly imported from liquid opera-
tions, as they work properly for solid operations [17, 18, 26].

Continuous manufacturing also requires feasible process 
control application. Process control is named one of the four 
main concepts of the PAT framework [1]. However, the Q13 
draft guideline does not mention active process control, 
such as feedback or feedforward control. Nevertheless, the 
scientific approaches chapter includes an in-depth descrip-
tion of the applicable control strategy [15]. The guideline 
describes the requirement of process monitoring, and the 
common approaches of control are listed as the establish-
ment of target setpoints and control limits, design space, and 
specifications for attributes being measured [15]. The con-
trol strategy is described in detail even in the CM guidance 
of the FDA [16]. The guidance covers material diversion, 
real-time release testing, trend analysis, and specifications 
and describes active process control, including automated 
feedforward/feedback controls as well [16].

Most publications address the question of control strategy 
with material diversion and by setting control limits with 
advanced methods that include calculating with the RTD 
and using funnel plots [23, 35, 39–45]. Active process con-
trol based on PAT tools is used less frequently on an entire 
system, meaning that product’s critical quality attributes 
(CQAs) are rarely coupled with active control structures 
[46]. Most equipment is equipped with PLC controllers. 
Feeders implement different control structures, from which 
gravimetric feeders, the best available tools for achieving 
reliable feeding, keep the set feeder rate based on PID con-
trols of the change of mass [47, 48], and even ratio control-
lers are used in feeder systems when the set point of one 
feeder is dynamically changed based on the output of other 
feeders [49, 50]. Drying air temperature, air flow, equipment 
temperature, and basically every critical process parameter 
(CPP) is controlled. Still, in most cases, these parameters 
are adjusted to a defined setpoint, and measured CQAs are 
only used to determine if the analyzed product is eligible or 
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should be discarded. In an active process control structure, 
the PAT measurements should be used to control the CPPs 
to achieve controlled CQAs. An example of PI control is 
presented by Nagy et al. [51], controlling the feeder of a 
powder blending setup based on the active pharmaceutical 
ingredient (API) concentration. Reimers et al. [52] have 
used a PI control system in a fluid bed granulation process. 
Several publications work with model predictive control 
(MPC) [53] applications in a hybrid [54–56] and nonlinear 
modeling [57]. Rehrl et al. [58] connected the RTD models 
with an MPC control structure. However, the control used 
linearization and was tested on a space-state model instead 
of a real-world system.

All of the examples used PI control systems without the 
derivative component or MPC control. This is because many 
pharmaceutical CM processes are dead time–dominated, 
meaning that the time until the disturbations first appear 
in the product is relatively high compared to the width of 
the RTD and the measurement frequency. Smith predictor 
[59–62] was introduced to compensate for the destabilizing 
effect of dead time, using a model-based control structure. 
This powerful control structure is used in many fields; how-
ever, according to the authors’ knowledge, it lacks pharma-
ceutical applications.

In this study, an application of Smith predictor is presented 
in pharmaceutical manufacturing. The work is intended to 
couple the Smith predictor with the RTD of the powder blend-
ing as the model of the system, expanding the applications 
of the RTD models as an important tool for process design. 
In the scope of this study, the RTD-based Smith predictor is 
compared to the traditional PID control. This approach is not 
limited to powder blending applications. The presented struc-
ture provides an applicable and manageable control structure 
to dead time–dominant process dynamics, with the mechanis-
tic RTD model and the PID-based Smith predictor.

Materials and Methods

Materials

A two-component, direct compression compatible model 
system was selected containing an API and a tableting 
excipient. The API was crystalline acetylsalicylic acid 
(ASA) (particle size: d10 = 133.16 µm; d50 = 532.86 µm; 
d90 = 1223.77 µm) marketed as Rhodine 3040 (Novacyl, 
France). The tableting excipient was microcrystalline cel-
lulose (MCC) marketed as Vivapur 200 (particle size: 
d10 = 113.88 µm; d50 = 247.93 µm; d90 = 449.58 µm), bought 
from JRS Pharma GmbH (Germany). The two components 
were mixed in a ratio of 20% ASA to 80% MCC, but the 
ratio was changed in some measurements to provide distur-
bance for the system.

Continuous Powder Blending Setup

The investigated powder blending is the same process that 
we used in the paper of Gyürkés et al. [23] (Fig. 1A). In 
continuous lines, the ingredients are simultaneously and 
continuously fed into a blender to ensure proper blend uni-
formity for the subsequent operations. The MCC was fed 
with a twin-screw gravimetric feeder (Brabender loss-in-
weight feeder, DDW-MD0-MT-1.5 HYD with Congrav OP 
1 T operator interface). The screws have high capacity and 
oval geometry (9.0 mm × 11.5 mm).

The ASA was fed with a single-screw feeder (FPS 
Pharma, Fiorenzuola d’Arda, Italy), which has a round 
geometry and a lower feeding capacity. It is ideal for low 
mass flow rates. The feeder has no integrated scale or con-
trol system, but the rotation speed can be controlled via a 
serial connection.

The ASA and MCC were continuously blended in a TS16 
QuickExtruder (Quick 2000 Ltd., Hungary) twin-screw mul-
tipurpose equipment using a 25 L/D ratio screw with 16 mm 
diameter. The equipment proved feasible for powder blend-
ing [19, 23, 51]. The screw contained conveying and knead-
ing elements (Fig. 1B), but any changes in particle size and 
flow dynamics were not experienced. The excipients were 
fed with different feeders through the same feeding chute.

After the twin-screw blender, the product was collected 
on a conveyor belt, which was operated at 18 cm/min speed. 
The NIR probe was mounted on the conveyor belt. Gener-
ally, the probe was placed as close to the extruder die to 
achieve real-time results. However, in some measurements, 
the probe was placed 15 cm from the die modeling pro-
cess with a longer dead time. The configuration, except the 
NIR probe in the aforementioned measurements, remained 
unchanged between the RTD and control measurements.

The prepared blends are simple formulations. More com-
ponents may require further feeders or multiple coupled 
powder blending steps for more complicated formulations, 
which may also make the NIR models complicated.

Feeder Profile

MCC was fed into the blender with the gravimetric loss-in-
weight (LIW) feeder, which was controlled with the internal 
algorithm of the feeder. The feeding rate was measured and 
shown on a control panel. The feeder has an inbuilt calibra-
tion based on a lower and higher feeding rate.

However, the ASA was fed with a volumetric feeder, 
which has no inbuilt weight measurement but can be con-
trolled externally. We have measured the feeder profile to 
use as a base for the control. The profile was measured 
offline, with a gain-in-weight (GIW) setup, and in-line with 
the continuous powder blending setup, measured with the 
NIR probe.
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The GIW setup consisted of the feeder and an analyti-
cal scale (Sartorius L420P). The analytical scale was placed 
under the feeder, catching the fed ASA. The feeder was con-
trolled externally, setting the speed of the feeder uniformly, 
reading the weight after the feeder was set at the controlled 
speed, and reading the GIW every minute for 3 min. The 
intermediate settings were calculated with the linear fit 
between two measurements.

NIR Spectrometry and Data Analysis

NIR spectrometry was utilized for the characterization of 
the process and as the input sensor in the feedback con-
trol loop. Bruker MPA FT-NIR spectrometer (Bruker Optik 
GmbH, Germany) was equipped with a Solvias fiber optic 
probe (Solvias AG, Switzerland) in reflection mode. NIR 
spectra were collected with 8  cm−1 resolution at the range 
of 4000–12,500  cm−1. In the case of calibration, 16 scans 
were accumulated for each measurement, while in the case 
of real-time measurements, the spectra were collected with-
out accumulation; therefore, the spectra collection was less 
than 4 s. The concentration was calculated from the spectra 
with the PLS calibration used by Gyürkés et al. [23].

The measured concentration curves were smoothed for 
visualization and quantification purposes but were not used 
for control. Smoothing was achieved with Savitzky-Golay 
smoothing based on a 15-data point window and second 
polynomial order. The controller used the raw data, but 
the performance of the controller is presented based on the 

smoothed curve. Smoothing was necessary to reduce the 
imperfections caused by the fast acquisition time, which 
derives not only from the inaccuracy of the NIR evaluation 
but also from the small spot size and, therefore, not repre-
sentative sample size caused by the NIR probe.

Spectra were collected by OPUS 7.5 software (Bruker). 
The spectra were evaluated by MATLAB R2020b (9.9, 
Mathworks, USA) and PLS Toolbox 8.7.1. (Eigenvector 
Research, USA). The concentration monitoring and control 
were carried out by in-house developed MATLAB graphical 
user interfaces (GUI). The GUI runs in real-time, reading the 
spectra from files, then calculating the concentration with 
predefined partial least squares (PLS) models. The GUI cal-
culates the control action based on PID control loop and in 
the case of Smith-predictor based on predefined RTD models 
and, finally, controls the feeder through a serial connection.

Determination of Residence Time Distribution

The RTD of the continuous powder blender setup was meas-
ured with impulse disturbances. MCC was continuously 
fed to the hopper with gravimetric feeding. Pure ASA was 
manually added to the system directly into the hooper. To 
minimize the error generated by the added ASA, the impulse 
size was set to 0.2 g.

The blend product was measured spectroscopically in 
real time, and the response function was measured with 
the GUI by starting a timer at the time of the disturbance 
and collecting the calculated concentrations.

Fig. 1  A Powder blending setup 
and B screw configuration
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The response function corresponds to the probability 
distribution function (PDF) of the RTD after baseline cor-
rection and normalization, which was done by dividing 
the response with the area under curve (AUC) (Eq. 1). 
The main parameters of the RTD were calculated from the 
moments (Eqs. 2–4) of the response function calculated 
with numerical integrations.

where E(t) is the probability distribution function (PDF) of 
the process in t as time, c(t) is the measured concentration in 
t, MRT is the mean residence time of the PDF, Var is the vari-
ance of the PDF, and σ is the standard deviation of the PDF.

Residence Time Distribution Modeling

The modeling was done with the least squares method 
after preprocessing of the measured responses.

The preprocessing contained a baseline correction to 
adjust the bias of the PLS model at zero concentration. The 
baseline correction is also needed if the concentration before 
and after the impulse disturbance is not zero, i.e., when the 
disturbance is done with a pre-blend or during normal opera-
tion, with all ingredients fed simultaneously. After the base-
line correction, the responses were normalized by numerical 
integration. The preprocessing was done according to Eq. (1) 
and directly resulted in the measured PDF.

Tank-in-series (TIS) models were used for RTD mod-
eling. The model is described in Eqs. (5 and 6). Plug flow 
attribute was described with a dead time ( tD) . The TIS-like 
behavior was described with two additional parameters 
using equal size tanks, the number of the tank (N), and the 
MRT of the total system ( �TIS).

(1)E(t) =
c(t) − c(0)

∫ ∞

0
(c(t) − c(0))dt

�
,

(2)MRT = ∫
∞

0

t ⋅ E(t) ⋅ dt,

(3)Var = ∫
∞

0

(t − MRT)
2
⋅ E(t) ⋅ dt,

(4)� =
√
Var,

(5)ETIS(t) =

N ⋅ e
−

t−tD

�Tank ⋅

(
t−tD

�Tank

)N−1

�TIS ⋅ (N − 1)!
,

(6)�Tank =
�TIS − tD

N
,

where ETIS is the PDF based on the TIS model and �Tank is 
the MRT of one individual Tank.

The least squares method was accomplished by finding 
the minimum of the sum of squared error (SSE), calculated 
based on Eq. (7), by changing the value of the three param-
eters of the TIS model.

where i refers to the ith measurement at  ti time.

Feedback Control

Two control structures were compared, the simple PI(D) 
control and the advanced control structure of the Smith 
predictor. Figure 2 presents the PI(D) control structure, in 
which the controller calculated the actual feeder speed based 
on Eqs. (8 and 9).

where Er(t) is the error in t time, SP(t) is the setpoint at t 
time, and c(t) is the concentration at t time calculated from 
the NIR spectrum. The controller calculates F(t) as the 
feeder speed at t, from B(SP(t)) as the base value, calculated 
from the actual setpoint based on the feeder profile, and KP , 
KI , and KD are the gains of the P, I, and D components of 
the PID controller.

The control structure of the Smith predictor has depicted 
in Fig. 3. The control is the same PID control as in the previ-
ous case, but a complex model computed the error values as 
follows. The model predicted the concentration at the time 
of the measurement based on the collected feeder speed. 
This predicted concentration corresponds to earlier feeder 
speeds due to the effect of RTD. However, the effect of 

(7)SSE =

n∑

i=1

[
ETIS(t)

|
|ti − E(i)

]2
,

(8)Er(t) = SP(t) − c(t),

(9)

F(t) = B(SP(t)) + KP ⋅ Er(t) + KI ⋅ ∫
t

0

Er(t)dt + KD ⋅

ΔEr(t)

Δt
,

Fig. 2  PID control structure
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recent feeder speeds is also predicted with the same model, 
but with the elimination of the dead time. The input of the 
controller is calculated based on the model error (measured 
concentration—model predicted concentration), added to 
the predicted effect of the actual feeder speeds, and sub-
tracted from the setpoint. The calculation is described in 
Eqs. (10–13).

where cmodel(t) is the calculated concentration based on 
the feeder input ( F(t) ), corrected with the feeder profile 
( Fprofile(x) ) and convolved with the PDF of the measured 
RTD ( E

(
t
′) ). Ermodel(t) is the model error. cpred(t) is the 

Smith-predicted concentration, which is the model concen-
tration without dead time, corrected with the model error. 
Finally, the PID control is the same as in Eq. (9), using the 
error calculated with Eq. (13).

Control Tuning

Tuning a control loop is an intensive and important part of 
implementing feedback control. However, the tuned param-
eters have to be selected according to the system, the limits of 
the system, and the anticipated deviations. Some systems may 
be more sensitive for higher but shorter impulses and toler-
ate long-term, low amplitude deviation better, whereas the 
opposite may be true for other systems. Therefore, in some 
cases, slower but robust control tuning is more feasible than 
faster, aggressive setups [63]. The Smith predictor has been 
criticized lately because the control structure is more compli-
cated due to the model, while the improved performance can 

(10)cmodel(t) = Fprofile(F(t)) × E
(
t
�)
,

(11)Ermodel(t) = c(t) − cmodel(t),

(12)cpred(t) = cmodel
(
t − tD

)
+ Ermodel(t),

(13)Er(t) = SP(t) − cpred(t),

be marginal [63, 64]. However, it is an applicable alternative 
if PID fails and provides a clear and understandable control 
when it is combined with the process dynamics.

Intensive control tuning can be achieved by multiple 
methods, using labor-intensive trial-and-error method, sim-
ple rule based methods such as Ziegler-Nichols tuning. The 
most accurate methods are optimization-based methods, 
using mathematical optimization, but these are computa-
tionally intensive algorithms and require reliable process 
models. Nevertheless, the tuned parameters require valida-
tion and further adjustments.

In the scope of this publication, we were interested in the 
feasibility of the RTD model-based Smith predictor and the 
relation between the two control setups. Therefore, a simple 
tuning method was used based on the simplified open-loop 
transfer function. The tuning was feasible as the plant does 
not contain integrating parts.

CDF of the RTD was used as the open-loop transfer func-
tion of the system. The function was simplified to a first-
order system, by fitting a linear model on the CDF, which 
was described by the simplified model dead time  (tDSM) 
and the simplified model time constant  (tCSM). The fitting 
is presented in Fig. 4. The control parameters were calcu-
lated from two time constants based on Table 1 [65]. For 
the Smith predictor, the same tuning was used, except that 
the dead time of the controller was subtracted from the time 
constants. This method makes the dead time of the Smith 
predictor an additional parameter of the control structure, 
which determines the control gains.

Fig. 3  Smith predictor control structure

Fig. 4  Fit and parameters of the simplified model, used for control 
tuning

Table 1  Recommended control 
gains based on the simple 
tuning

K
P

K
I

K
D

PI ≤ T
CSM

T
DSM

≤ K
P

3.3⋅T
DSM

0
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Results and Discussion

Feeder Profile

The feeder profile of the ASA feeder was measured with the 
GIW feeder and scale setup. The current to the feeder was 
changed percentwise with predefined set of feeder speed 
values. The feeder screw only started moving from 20%; 
therefore, the calibration was done on 7 settings (20%, 30%, 
40%, 50%, 60%, 70%, and 100%).

First, the feeder was filled, and then a low percentage 
(30%) was selected to fill the feeder screws. After filling the 
screws, when the feeding rate stabilized, calibration started. 
The feeder was set to the proper feeder current, the ASA was 
fed for 30 s, to achieve a controlled state, and then the mass 
was recorded by a scale every minute for 3 min. The feeder 
rates at different currents are presented in Fig. 5.

The feeder has a nonlinear profile, where the feeding 
only starts at 20% or higher current and between 20 and 
60% changes rapidly. However, after 60% of the maximum 
current, the change in feeding rate suddenly slows down. 
Between 70 and 100%, the screw cannot transport more 
ASA; thus, the feeding rate barely changes. For the control 
measurements, we had to select an applicable feeding rate.

The feeder operated in two zones above the minimum 
current required (Fig. 5). The first zone is better for feed-
back control, because, in this zone, the controller has a 
higher effect on the system, as smaller changes correspond 
to higher intervention. This way, the controller is capable of 
responding to disturbances in each direction.

The second zone is a stable zone, where the feeding rate 
barely reacts to changes in the feeder current. When the 
feeder is not controlled or high amplitude disturbances are 

not expected, then this zone would offer better stability for 
commercial manufacturing. This zone has a lower reliance 
on the stability of the current.

Even though the feeder was calibrated, the base calcula-
tion of the controller was not perfect in each experiment; 
however, this imperfection was used as the first disturbance 
to test the control structures.

Residence Time Distribution

The RTD of the system was measured before every con-
trol experiment. The measurement was done with impulse 
disturbances, repeated three times. The impulse responses 
were collected, baseline corrected, and normalized with the 
AUC normalization. Finally, a TIS model was fitted with 
least squares method (Fig. 6a), which can be defined with 
the parameters presented in Table 2.

The RTD has been manipulated to simulate a manufac-
turing where the dead time is even higher compared to the 
time constant. For this, the probe was mounted 15 cm away 
from the powder blender’s die on the conveyor belt. The 
transfer on the conveyor belt modeled a plug flow region in 
the system (Fig. 6b).

The RTD measurement was reliable and did not change 
significantly in the system. However, the movement of the 
probe increased the dead time drastically. The profile of the 
two PDFs was similar, not insisting system wide differences 
after correction with the Smith dead time (Fig. 7).

PI Control Experiments

The controller was tested with two different methods with 
the plant. After setting up the system, the RTD of the powder 
blender was measured. Two system setups were assessed. 
One with the NIR probe immediately after the blender is 
called the “normal” system. In contrast, another setup was 
investigated, where the probe was further away on the con-
veyor belt, which is called the “increased DT” system. The 
two methods for the controller testing differed in the distur-
bance. In the first case, the feeding speed of the excipient 
(MCC) was changed from 0.3 to 0.4 kg/h, which caused a 
decrease in the concentration after the lag due to the RTD. 
In the other method, the setpoint of the ASA concentration 
was changed from 15 to 10% on the controller. This has an 
immediate effect on the controller.

The smoothed concentration curve was analyzed for the 
qualification of the controls. The curves are presented with 
the 25% specification limits based on the USP standards. 
However, the performance was calculated based on the 
10% action limits, and the change of the I part of the con-
troller, a set time, and the ratio were determined when the 
concentration was out of the action limit. Set time is the 

Fig. 5  Feeding profile of the ASA feeder. Zone 1 is feasible for con-
trol; Zone 2 is more stable
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time needed to adjust the I part of the controller, while 
the ratio is the ratio of the time after a disturbance when 
the product was out of the action limits based on the 10% 
concentration limits.

The plant is dominated by a high dead time, as presented 
before. The startup phase was not controlled by the PI con-
troller, because the integrated error from 0 concentration 
to the set concentration would offset the control for a long 
time. For the startup, the controller was used with 0 gains 

for each component of the controller; therefore, the feeder 
was set to the base value calculated from the feeder profile.

After the base value was maintained at a constant con-
centration level, the gains were modified to the values cal-
culated with the control tuning ( KP = 0.3 ; KI = 0.0015 ). 
We used a controller reset to restore the integrated error. 
Another disturbance was introduced after the controller suc-
cessfully set the concentration at the setpoint. A significant 
disturbance was made by changing the MCC feeding from 
0.3 to 0.4 kg/h (red vertical line). Compared to real-life dis-
turbances, this step did not intend to model real situations. 
It lowered the concentration drastically, but it was a proper 
disturbance to test the control (Fig. 8A).

The control was stable but very slow. The base value was 
good at the start, the controller did not have to adjust the 
feed rate with the I part of the control. The MCC feeding 
was changed 220 s after the measurement started. The inte-
gral control increased over time but was unable to adjust the 
feeding even after 1000 s, and the product was out of action 
limits 71.3% of the time (Table 1).

However, the control proved to be stable; therefore, we 
have tried to increase the PI gains. The same experiment was 
repeated with increased gains ( KP = 0.6 ; KI = 0.01 ). This 
time, the initial concentration was higher due to the different 
load on the feeder chute. After 370 s, the controller achieved 
a concentration between the 10% limit; however, it took the 
controller 660 s to adjust the concentration to the setpoint 
(33.1% out of action limit).

Fig. 6  Probability distribution function of the normal a and the increased dead time b setup

Table 2  Parameters of the 
measured RTD on the normal 
and the increased dead time 
system

System MRT (s) N (#) DT (s) σ (s) DT/MRT σ/DT

Normal 68 17 39 7.03 0.574 0.180
Increased dead time 114 2 105 6.35 0.921 0.061

Fig. 7  Probability distribution function of the two setups after correc-
tion with the dead time, which is used in the Smith predictor
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After 600 s, the MCC feeding was changed from 0.3 to 
0.4 kg/h (red line). The controller was able to adjust to the 
new feeding rate, but it took ~ 870 s, and the product was out 
of action limits 69.2% of the time (Fig. 8B).

The same experiment was repeated with the increased 
dead time system; however, the control tuning calculated 
extremely low KI , which was not tested. The system was 
tested on the increased gains ( KP = 0.6 ; KI = 0.01 ). The 
concentration seemed to have settled with a small bias after 
550 s (> 47.4% out of action limit), and the MCC feeding 
was changed from 0.3 to 0.4 kg/h after 620 s. Despite the 
changed conditions, the integration part of the controller 
still decreased the feeding after the disturbance, as it did 
not stabilize properly before the disturbance. The control-
ler slowly increased the ASA feeding after the disturbance, 
but the concentration did not reach the setpoint after 10 min 
(> 48.1% out of action limit) (Fig. 9).

In another experiment, the concentration setpoint was 
changed from 15 to 10% and back as another form of step 
disturbance (Fig. 10). The experiment was only measured 
on the normal setup with the increased gains ( KP = 0.6 ; 
KI = 0.01 ). The controller took over 360 s to adjust the ini-
tial error, with a ratio of 34.6%. The first setpoint change 
was adjusted after 230 s, with a low ratio (24.6%). After 
the second setpoint change, the controller had an overshoot, 
which was adjusted slowly, achieving a stable concentration 
after 350 s (30.8% out of action limit).

Smith Predictor Control Experiments

The Smith predictor was tested with the same methodology; 
therefore, during startup, the plant was controlled, with 0 PI 
gains. When the concentration was set at a stable, controlled 

level, the controller gains were adjusted to the previously 
determined tuned parameters, and the integrated error was 
restored with the controller reset.

The controller was used to adjust the difference between 
the concentration at the calculated base level and the set-
point. The initial adjustment took 300 s (18.8% out of action 
limit). After the controller successfully set the system at the 
setpoint, the system was disturbed with the previously used 
MCC feeding rate change. The mass flow of the excipient 
increased from 0.3 kg/h to 0.4 kg/h at 430 s (vertical red 
line). The controller had a fast reaction time to the distur-
bances compared to the PI control and even to the RTD of 
the system. The concentration was adjusted just after 310 s; 

Fig. 8  PI control of step change in MCC feeding (vertical red line) with A the recommended gains and B increased gains

Fig. 9  PI control for MCC step disturbance (vertical red line) on the 
increased dead time system
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however, the concentration kept decreasing, causing further 
deviations (44.4% out of action limit), but it was adjusted 
continuously (Fig. 11A).

The experiment was repeated with the increased dead 
time system. The controller reduced the initial concentration 
to the setpoint after 220 s; however, the controller showed 
some signs of instability (40.7% out of action limit). The 
MCC feeding rate was increased after 700 s (vertical red 
line), and the controller adjusted the concentration in 570 s 
(41.0% out of action limit) (Fig. 11B).

The standard setup was also tested with setpoint changes, 
just as the PI control. The initial error was adjusted after 

230 s (20.5% ratio). The first step change was adjusted after 
280 s (23.3% ratio), while the second was adjusted just after 
60 s (13.8% out of action limit) (Fig. 12).

The investigated control structures are compared in Table 3.
The two control strategies are compared in Fig. 13, with 

the disturbances adjusted to the 0 time point. In Fig. 13A, 
the step change in MCC feeding from 0.3 to 0.4 kg/h is 
compared, while in Fig. 13B, the step change of the setpoint 
from 15 to 10% is compared. In each case, the Smith had a 
faster reaction to the changes and achieved concentrations 
close to the setpoint almost immediately after the dead time 
of the system.

Fig. 10  PI control of setpoint changes

Fig. 11  Application of the Smith predictor control structure to adjust the initial bias and the step disturbance of MCC feeding rate change (verti-
cal red line) A on the normal system and B on the increased dead time system

Fig. 12  Response of the Smith predictor for setpoint changes
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The dead time used for the Smith predictor acts as a new 
parameter for control tuning, which determined the level of 
the other parameters. We have tried to keep the proportional 
gain between 0.8 and 1.2 and the integral gain close to 0.03. 
This way, we could use an aggressive control compared to 
the PI control, while maintaining a stable control structure. 

Due to the aggressive control, the disturbances were cor-
rected quickly, but the control also induced some error in 
time. During some disturbances, the control was close to the 
stability limit, but the control proved to react faster than the 
PI control and has more opportunity to achieve stable control 
even with aggressive tuning.

Table 3  Performance of the measured control structures on the normal and the increased dead time system, based on the set times (time needed 
to adjust the concentration to the setpoint) and the ratio of out of action limit on the first 1000 s period after disturbances

a The control did not settle at the end of the measurement; therefore, the calculated ratio is lower than the real ratio and may be misleading

Control K
P
;

K
I

System Initial set time
(s)

Set I gain Ratio Disturbance 
set time
(s)

Set I gain Ratio

PI 0.3;
0.0015

Normal 0 0 0.0%  > 1000  > 4 71.3%

PI 0.6;
0.01

Normal 660  − 12 33.1% 870 10 69.2%

PI 0.6;
0.01

Increased DT 550  − 15 47.4%a

(64.3%)
 > 700  > -1.5 48.1%*a

(66.8%)
Smith 1.3;

0.03
Normal 300  − 10 18.8% 310 21 44.4%

Smith 1.2;
0.03

Increased DT 220  − 14 40.7% 570 6.4 41.0%

Step disturbances Initial
(s)

Ratio First step
(s)

Ratio Second step
(s)

Ratio

PI 0.6;
0.01

Normal 360 34.6% 230 24.6% 350 30.8%

Smith 1.3;
0.03

Normal 230 20.5% 280 23.3% 60 13.8%

Fig. 13  Comparison of the PI and the Smith predictor control structure on the ‘normal’ setup, with A the MCC step change and B the setpoint 
step change
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Conclusion

The RTD model of a dead time–dominated continuous pow-
der blending system in the Smith predictor’s control structure 
has been successfully implemented. Compared to other con-
trol structures, which aim to reduce the effect of dead time, 
the presented control structure is straightforward and under-
standable. It contains the mechanistic RTD model of the 
system, broadening the use of this multipurpose tool, which 
proved to be essential in multiple steps of CM development. 
Aside from the model and the dead time, the controller has 
the same parameters as a simple PID controller. Tuning and 
testing of the controller are similar to the PID control.

The control structure was tested and compared to the PI 
control with step changes. The Smith predictor was generally 
faster, even at extreme conditions, while maintaining stable 
control of the concentration. Intensive tuning of the control-
lers was not part of this research, but both controllers could 
be further improved with fine-tuning. Another advantage of 
the Smith predictor is that it has a higher capacity to improve 
by tuning, as it has a wider stable space for control gains.

The use of active process controls, such as feedback con-
trols in pharmaceutical lines, provides a high level of quality 
assurance and may be able to reduce waste significantly. 
The control structure is not limited to the powder blending 
process. The control of these processes is always challeng-
ing, but this is a generally applicable control method, with 
similar tuning to the well-established PID controls, provid-
ing a suitable solution to expanding the application of the 
RTD models.
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